Use of local rank-based spatial information for resolution of spectroscopic images

Anna de Juan\textsuperscript{a*}, Marcel Maeder\textsuperscript{b}, Thomas Hancewicz\textsuperscript{c} and Romà Tauler\textsuperscript{d}

Spectroscopic images are singular chemical measurements that enclose chemical and spatial information about samples. Resolution of spectroscopic images is focused on the recovery of the pure spectra and distribution maps of the image constituents from the sole raw spectroscopic measurement. In image resolution, constraints are generally limited to non-negativity and the spatial information is generally not used. Local rank analysis methods have been adapted to describe the local spatial complexity of an image, providing specific pixel information. This local rank information combined with reference spectral information allows the identification of absent compounds in pixels with low compound overlap. The introduction of this information in the resolution process under the form of constraints helps to increase the performance of the resolution method and to decrease the ambiguity linked to the final solutions. Copyright © 2008 John Wiley & Sons, Ltd.

1. INTRODUCTION

Spectroscopic images are defined by three informative directions: the spectral direction and two spatial directions, related to the \( x \)- and \( y \)-coordinates of each pixel. Thus, the spectra collected in each pixel characterize chemically the constituents of the image and this information and the pixel position in the sample provide a spatial-related compositional description of the sample\cite{1,2}. Images are often displayed as cubes \((x \times y \times \lambda)\), but their mathematical description does not require a three-dimensional model. Indeed, as any other spectroscopic measurement, all the pixels in an image obey the Beer–Lambert law, which translates into a bilinear model\cite{3,4}. To visualize and compute this model, the original image cube should be unfolded into a data matrix (see Figure 1a). As a consequence, the concept of pixel neighborhood is partially lost because the transformation of the \( x \)- and \( y \)-coordinates of a pixel into a single dimension in the data matrix does not allow a pixel to be surrounded by all its neighbors in the original image. The bilinear model is easily understood once the image is unfolded. Thus, the original mixed measurement is described as the sum of the signal contribution of the different components \((D_A \text{ and } D_B \text{ for a two-component image in Figure 1a})\). Each one of these pure signal contributions can be expressed by a dyad of profiles: \( s_i \), the pure unit spectrum of the \( i \)-th constituent, and \( c_i \), which weights the contribution of this particular component along the pixel direction (see Figure 1b). To recover the distribution map of a particular component, the stretched concentration profile, \( c_i \), should be refolded recovering the 2D structure of the original image. Figure 1c shows the typical matrix form of a bilinear model, \( D = CS \), where the columns in matrix \( C \) contain the stretched concentration profiles of the pure components of an image and the rows of \( S \), their related pure spectra.

The goal resolution methods in image analysis is of recovering the pure spectra and distribution maps of the constituents of an image from the sole spectroscopic measurement, that is, recovering the pure profiles in the underlying bilinear model. Several methodologies can be found for this purpose. Some of them perform a selection of the purest pixels in the image\cite{5–8}, assign them to be the matrix \( S^T \) and derive the distribution maps, \( C \), in a single least squares step. Several iterative resolution methods\cite{9–11} take this prior selection as an initial estimate of \( S^T \) to be refined through an iterative alternating least squares process under the action of constraints. This second option is much more powerful when there is no guarantee that we can find selective pixels for each particular constituent in the image. Constraints are essential to drive the iterative resolution process to chemically meaningful solutions and to decrease the rotational ambiguity inherent to the resolution results. However, this field has not been much explored in image analysis and non-negativity in the concentration and, when possible, in the spectral direction, is practically the only constraint generally applied\cite{7,9–14}. A possible explanation of the scarce application of constraints in image analysis is the fact that most of the available constraints are designed for process analysis, where
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profiles tend to show a continuous smooth evolution, very different from the unpatterned stretched concentration profiles in an image. This lack of pattern stems from the natural heterogeneity of the image and from the fact that the original 2D pattern, if existing, is destroyed when the unfolding step is carried out.

At this point, we should think of adapting or designing new constraints that can take advantage of the image structure. If general constraints that describe the global shape of a concentration profile cannot be easily found, we may envision the use of information that affects pixels individually or local pixel areas. Very few attempts have been done in this direction. Taking into account the local compositional correlation between a pixel and its 2D neighbors for a particular constituent, a local smoothness constraint has been proposed [15]. Concerning the incorporation of pixel-specific knowledge, we can only mention a constraint related to set the identity of the components that should be found in a pixel from the prior application of a pixel classification method on the image to be resolved [16].

This work proposes for the first time the introduction of selectivity and local rank constraints in the resolution of spectroscopic images, that is, the use of the information related to the absence of certain components in particular pixels. Actually, selectivity and local rank constraints are among the most powerful to decrease the rotational ambiguity in resolution results [3,4,17,18]. These constraints have been applied since long in sequential processes because the output of local rank analyses allows for a straightforward identification of the missing components in the different local rank windows. In spectroscopic images, the unpatterned distribution of components prevents

Figure 1. Image bilinear model. (a) Unfolding of cube image and decomposition in sum of pure component signal contributions. (b) Decomposition in sum of dyads of concentration profiles (stretched distribution maps) and pure spectra. (c) Bilinear image model in matrix form. This figure is available in color online at www.interscience.wiley.com/journal/cem
the straight correspondence between local rank information and compound identity. This missing connection will be established through the combined use of Fixed Size Image Window-Evolving Factor Analysis (FSIW-EFA), a local rank analysis method specifically designed for spectroscopic image analysis [19], with some reference spectral information. The knowledge obtained on the number and identity of the absent components in particular pixels will be later coded under the form of local rank constraints. The methodology used to set this kind of constraint and the benefits from its application to obtain best-defined images and less ambiguous profiles will be shown in a real example of an emulsion image.

2. DATA SET

The image studied comes from an oil-in-water emulsion sample analyzed using a modified Raman imaging spectrometer from Instruments SA Explorer 1, which enables optical microscopy in all common contrast modes (using a simple CCD video camera and frame grabber). Details of the experimental setup are described elsewhere [19]. The data were collected using 633 nm excitation. Raman intensities were registered in the Raman shift range between 950–1800 cm$^{-1}$. The surface emulsion sample is formed by 60 $\times$ 60 pixels at 1 $\mu$m step size. Each of the 3600 spectra were composed of 253 points making the entire data set 910,800 data points [20,21].

The composition of the surface image has been described in previous works [20,21] and it is formed by a background phase and distinct drops of the oily phase. Four spectral components are present in these images. Two represent pure chemical components while the remaining two represent multicomponent phases that behave as a single component and are characteristic of these types of emulsion systems.

3. METHODOLOGY AND RESULTS

This section is devoted to show the protocol followed in the resolution of spectroscopic images when local rank constraints are introduced. There are two separate steps: the first one, oriented to gather the necessary local rank and reference spectral information and the second one, where this information is coded in the form of constraint and resolution is carried out. Since the working procedure of the chemometric methods and the interpretation of results is explained taking as example the real emulsion image, we have preferred to keep a unified section to avoid the unnecessary repetitions that would appear if Methods and Results were described separately. All the methods of this section have been implemented by the authors in a set of MATLAB routines, which are available on request.

3.1. Image local rank information

In order to set selectivity or local rank constraints in the resolution of an image, the necessary pixel-to-pixel local rank information will be obtained by applying FSIW-EFA. FSIW-EFA is a local rank analysis method designed to take into account the spatial structure of images [19]. Inspired in a previous algorithm used in process analysis [22], FSIW-EFA performs local Principal Component Analyses in the whole image by moving small windows around each individual pixel area. Each window is formed by a particular pixel and all its neighbors in the two spatial dimensions of the image (see Figure 2a). The number of pixels in the window should equal or exceed the total number of compounds in the image to allow for rank values representing all possible situations of compound overlap in the image. At the same time, it should be as small as possible to preserve the spatial resolution of the image and to discriminate the pixel-to-pixel rank differences. In this example, a $(2 \times 2)$ window was used because the total number of image compounds is known to be four. The singular values obtained in these local analyses are displayed together in singular value plots where the spatial structure of the image is preserved (Figure 2b). In these plots, large values represent significant contributions to the signal, related to the presence of chemical constituents, whereas small values describe the experimental noise. Local rank maps are derived from the singular value plots by displaying the number of significant singular values in each pixel area. A threshold value or a threshold band is set to mark the limit between significant and noise-related singular values (see original reference for more details about threshold selection [19]). Depending on the threshold selection and on the information sought, we can distinguish between complete local rank maps (Figure 2c) and partial local rank maps (Figure 2d).

Complete local rank maps are obtained using a threshold value and show a rank value per pixel. The picture provides complete information on the local image complexity, that is, on how many constituents overlap in each pixel area (rank value). Figure 2c shows the complete local rank map for the emulsion image. According to the colors in the map, few selective pixels exist (blue) and most pixels contain mixtures of components, with rank two (green) in the center of the drop or in zones where the background phase is dominant and with higher rank values of three (orange) or even four (deep red) in the interphase zone between the drops or particles and the emulsion background. This complete local rank map already suggests how difficult the resolution of the image will be and which zones (pixels) present a higher complexity. Obviously, Figure 2c would present small changes if threshold values are slightly different to that selected. For exploratory purposes, this is not a relevant issue but, when resolution is intended and the rank value of a pixel is a crucial parameter to set constraints, a more careful estimation of the rank should be carried out.

Partial local rank maps are derived using a threshold band instead of a threshold value. The threshold band marks the lowest and highest boundaries for sensible threshold values. The only pixels shown in the partial local rank map are those whose rank is invariant within the threshold boundaries, that is, the pixels with the most robust rank estimation, the least threshold-dependent. The threshold band can be as wide as the user decides and the wider it is, the most restrictive is the pixel selection. Figure 2d shows the partial local rank map of the emulsion image. As can be seen, there are many voids in the image and the number of pixels with the most extreme rank values, one and four, have decreased significantly. Only the pixels in the partial local rank map, that is, those with the most reliable rank estimation, might be potentially constrained.

3.2. Image resolution

The resolution of the emulsion image has been carried out using the Multivariate Curve Resolution-Alternating Least Squares method (MCR-ALS) [4,22–24]. MCR-ALS is an iterative resolution method that has found wide application in data sets of different origins (processes, environmental, -omics, . . .) and of different structures (two-way to three-way and multiset arrangements).
Recently, we can find examples of application of MCR-ALS to the analysis of a single spectroscopic image [7,12–14] or to the simultaneous analysis of a series of images [9]. As any resolution method, the main goal of MCR-ALS is decomposing the matrix $D$ of a multicomponent system into the underlying bilinear model

$$D = CS^T + E$$

where $C$ is the matrix of concentration profiles, $S^T$ the matrix of pure responses (often, spectra) and $E$ contains the experimental error. In resolution of spectroscopic images, $D$ is the matrix of the unfolded image, as in Figure 1a, $C$ has the stretched pure concentration profiles that, conveniently refolded, show the distribution maps of each image constituent and $S^T$ contains their pure spectra (Figure 1c).

MCR-ALS works following the next general steps:
1. Determination of the rank of the data matrix $D$.
2. Generation of initial estimates ($C$-type or $S^T$-type).
5. Reproduction of $D$ from calculated $CS^T$. If reproduction is satisfactory, end of the process. If not, go back to 3.

The quality in data reproduction is evaluated by the lack of fit parameter, calculated as follows:

$$\text{lack of fit(\%)} = 100 \times \sqrt{\frac{\sum (d_{ij}^2 - d_{ij}^\prime)^2}{\sum d_{ij}^2}}$$

Figure 2. FSIW-EFA modus operandi. (a) Construction of image moving windows on 2D image structure. (b) Singular value plots from PCAs of individual pixel areas (from cold to hot colors, increase of s.v. scale). (c) Complete local rank map. (d) Partial local rank map. (For (c) and (d), rank 1 pixels in blue, rank 2 in green, rank 3 in orange and rank 4 in deep red). This figure is available in color online at www.interscience.wiley.com/journal/cem
where \( d_{ij} \) is an element of the experimental matrix \( \mathbf{D} \) and \( d^*_{ij} \) the element of the reproduced matrix by the MCR-ALS model, \( \mathbf{C} \mathbf{S}^T \).

Below, we will comment on the particularities of these steps related to the resolution of spectroscopic images through the analysis of our emulsion example.

Typically, spectral initial estimates are used to start the MCR-ALS optimization in the resolution of spectroscopic images. SIMPLISMA was applied to select the purest pixel spectra in the image to form the initial \( \mathbf{S}^T \) matrix [5], although similar methods can be used for the same purpose.

Constraints are key elements in the iterative methods and they can be defined as mathematical or chemical properties that pure component profiles obey. The most applied constraint in image analysis is non-negativity in the concentration (pixel) direction and, when appropriate, in the resolved spectra. Because of the lack of a global continuous smooth evolution in the concentration profiles, typical process-related constraints, such as unimodality, closure or hard-modeling, cannot be used.

Local rank constraints introduce information on profile windows where all species but one are absent (selectivity) or, simply, on profile windows where some species are missing (local rank information) [4,17,18,23]. Typically, they are applied in the concentration direction and they are mainly responsible for the decrease or, often, suppression of rotational ambiguity in the resolution results [17,26]. In processes, the detection of concentration windows with a rank lower than the total can be easily done with local rank analysis methods, such as Evolving Factor Analysis, EFA [27], or Fixed Size Moving Window-Evolving Factor Analysis, FSMW-EFA [22]. Because of the sequential emergence-decay character of the concentration profiles in many processes, it is also quite straightforward to identify which components are absent in a particular window, for example in a selective window in the beginning of a process, all components but the one in the initial solution are absent.

The application of local rank constraints to images presents several problems. First, the correlated information in the concentration direction extends in the two spatial dimensions of the image and, therefore, applying methods designed for a single process direction, such as EFA or FSMW-EFA, would not work in the unfolded image data matrix, \( \mathbf{D} \). This inconvenience has been solved with the adapted algorithm FSIW-EFA. Second, the lack of a global patterned distribution of the constituents in an image, that is, the lack of concentration profiles with continuous or sequential behaviors, excludes the identification of the absent components in particular pixels from the sole information of the pixel rank.

In the introduction of local rank information constraints for image analysis, several aspects have been taken into account. As in the application of any other constraint, flexibility is a relevant issue. In this context, this means that we are not forced to constrain all pixels in an image, only those with very well defined information in terms of rank estimation and identification of missing components. We consider pixels with a reliable rank estimation those present in the partial local rank map (see Figure 3a). From all these pixels, only the ones with a rank lower than the total rank, four in this case, may potentially include selective or local rank information.

The identification of the missing components in a pixel requires confronting the pixel rank information with some reference spectral information. As mentioned before, the sole local rank information coming from the FSIW-EFA algorithm does not allow for a straightforward setting of constraints in the image because the distribution pattern of constituents is not sequential and cannot be known beforehand. In this example, this reference information comes from SIMPLISMA (see Figure 3b). From the four spectra selected, three of them (green, red and cyan) relate to drop constituents and the blue one, noisier because of the weak original spectral signal, represents the background phase. At this point, we should stress that the reference spectral information can come from other pure variable selection methods, from the resolved \( \mathbf{S}^T \) matrix in a prior MCR-ALS application using only non-negativity constraints and, obviously, from the combination of any of the possibilities above with some real pure spectra when the nature of some of the constituents in the image is known. Nevertheless, the use of a pure variable method, such as SIMPLISMA, to obtain reference spectral information is not a problem. Even if there are no selective pixels in the image, the selected spectra will be the best representations of the different constituents within the image and, therefore, useful for the identification of missing components in other pixels.

The incorporation of local rank constraints in any pixel starts estimating the number of missing components in the pixel. Thus, for any pixel \( i \) in Figure 3a,

\[
\text{nr. missing components}(i) = \text{image total rank} - \text{local rank pixel}(i)
\]

Figure 3. Setting of local rank constraints in the emulsion image. (a) Partial local rank map (as in Figure 2d). (b) Reference spectral information (pure spectra selected by SIMPLISMA). Blue: background (A); green: inner drop component (B); red: interphase component (C) and cyan: minor additive component (D). (c) Plots of missing component pixels. (d) Translation of (c) plots into a matrix with local rank information (\( \text{csel} \)). This figure is available in color online at www.interscience.wiley.com/journal/cem
for example, for a pixel of rank three, we should look for one missing component. The way to identify this component passes through the calculation of the correlation coefficient between the raw pixel spectrum and each one of the reference spectra (Figure 3b). The component with the lowest correlation coefficient with the pixel spectrum will likely be the one missing in this pixel. This procedure is done individually for each of the pixels that can be potentially constrained. Figure 3c shows the absent components identified for the pixels in Figure 3a. Please note that the shape of the missing areas matches the nature of the compounds in the image. Thus, compound labeled A refers to the background, B is the major compound in the inner part of the drop, C is the main compound in the outer part of the drop and D refers to an additive present in localized zones of the sample. In pixels where more than one component is absent, the reference spectra showing the smallest correlation coefficients with the pixel spectrum will be the missing ones. The use of the correlation coefficient for identification of missing compounds in a pixel has been proposed because it allows to work individually with each pixel. Other typical identification methods, such as target testing strategies, would need to work with a pixel and its surrounding area (several spectra) to build a suitable image subspace, where the reference spectra would be projected. Since constraints should be set on individual pixels, these methods have been discarded.

At this point, we need to consider that the identification of the missing components may not always be conclusive enough. To prevent the introduction of misidentifications, the first step consists of seeing the natural correlation between the spectra used as reference (see matrix below for this example).

\[
\begin{array}{cccc}
A & B & C & D \\
A & 1 & 0.58 & 0.75 & 0.52 \\
B & 0.58 & 1 & 0.66 & 0.67 \\
C & 0.75 & 0.66 & 1 & 0.61 \\
D & 0.52 & 0.67 & 0.61 & 1 \\
\end{array}
\]

Thus, the absence of a particular component in a pixel will not be confirmed unless the correlation coefficient between the pixel spectrum and the reference spectrum of that component be equal or smaller than the largest element in the correlation matrix for that particular component. In this concrete example, A cannot be considered a missing component if the correlation coefficient obtained with the pixel spectrum is larger than 0.75. The highest acceptable correlation coefficients to consider B, C and D missing will be 0.67, 0.75 and 0.67, respectively. Therefore, even a pixel with a well-defined rank will not be constrained unless a reliable identification of the missing components is achieved. In this example, only 1177 pixels have been constrained, even though the number of pixels in the partial local rank map is 1934. The total number of pixels in the image is 3600. It is important to remember that the reliable identification of the missing components in a pixel is achieved through the combination of local rank and reference spectral information. Using only one of the two sources of information would be either insufficient (local rank in itself only tells about the number of missing components in a pixel) or overtly dangerous (a low correlation coefficient between a pixel spectrum and a reference spectrum can indicate either that the reference component is missing or is a minor compound. Complementary rank information is needed to find out which is the real answer).

To finish the process of implementation of local rank constraints, the information accepted in terms of rank and compound identification is translated into a ‘mask’ matrix (Figure 3d). This matrix, sized as \(C_{\text{nr. of pixels} \times \text{nr. of components}}\), will be used to introduce the local rank constraints in the resolution process. It is the so-called csel matrix in the MCR-ALS graphical user interface designed by the authors [23]. Local rank constraints can be applied keeping null values in the concentration elements of the missing components in the constrained pixels (equality constraint) but, in practice, better results are obtained if these missing components are set to have a concentration value equal or smaller than a very small predefined value (inequality constraint) [4,17,28].

Figure 4 shows the resolution results for the emulsion sample using only non-negativity constraints (Figure 4a) and non-negativity and local rank information (Figure 4b). The lack of fit in both analyses is 7.8% and 8.7%. The similarity of both values indicates that the constraints introduced are correct and do not perturb the natural behavior of the data set. Although the

\[\text{Figure 4. (a) Image resolution applying non-negativity constraints in the concentration and spectral directions. Distribution maps and pure spectra. (b) The same as (a) including also local rank constraints in resolution. This figure is available in color online at www.interscience.wiley.com/journal/cem}\]
distribution maps and spectra look very similar in Figure 4a and b, there is a more neat definition of the components, particularly from the background, in Figure 4b.

Another parameter that may help to understand the benefit of introducing local rank information is the assessment of the ambiguity in the recovered profiles. As we mentioned before, the effect of constraints is a key factor for the decrease or even suppression of the rotational ambiguity in the resolution results. To assess the uncertainty linked to the recovered profiles, we have used Tauler’s method to obtain the minimum and maximum boundaries of the feasible solution bands [28]. These boundaries are calculated for each constituent and they are represented by two dyads of spectrum/concentration profile giving a maximum \( (c_{i,\text{max}}s_{i,\text{max}}^T) \) and minimum \( (c_{i,\text{min}}s_{i,\text{min}}^T) \) signal contribution in the reproduction of the data set and obeying the preselected constraints.

Figure 5 displays information on the feasible solution bands obtained from the resolution of the emulsion image using only non-negativity constraints. For each image constituent, the plots on the right show overlaid representations of the maximum and minimum spectral boundaries, \( s_{i,\text{max}} \) and \( s_{i,\text{min}} \) (these boundaries overlap in some components and appear as a single profile). For a better visualization of the ambiguity in the distribution map, the plots in the right display the difference between \( c_{i,\text{max}} \) and \( c_{i,\text{min}} \) (for better comparison, the same absolute color scale has been used in all distribution maps). Different components show variable degrees of ambiguity in the concentration and/or spectral direction. Thus, major compounds A, B and C hardly present ambiguity in the spectral direction, probably due to the presence of selective or almost selective pixels in the image with very well defined spectral shapes. In contrast, they have ambiguity in a major or minor extent in the concentration direction, likely due to the larger overlap among components in the spectral direction. The minor additive component (D) is the one showing more ambiguity because of the higher overlap with the rest of constituents in either direction.

The positive effect of local rank constraints is clearly seen when we calculate the feasible solution bands for the resolution of the emulsion image incorporating this new constraint. The profiles resolved are unique and, therefore, no feasible solution bands exist. Actually, this is not an isolated example. Apparently negative features of all image data sets, such as the large size and the unpatterned concentration profiles, really help for resolution purposes. Thus, the huge number and variety in the combination of missing components in pixels makes that including this information under the explicit form of local rank constraints ensures very frequently the uniqueness in the resolved image profiles.

4. CONCLUSIONS

A way has been provided to incorporate local rank constraints for image resolution. To do so, a combination of an image-oriented local rank method and some reference spectral information is needed for a proper estimation of the pixel rank and identification of the missing components. The use of this constraint results in better defined image profiles and, most of the times, in the suppression of the ambiguity in the results obtained.
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